SERVICE LEVEL EXPECTATIONS FOR IANA ROOT ZONE MANAGEMENT 
Current and Post Transition.	Comment by Kim Davies: This document does not appear to discuss the current SLAs under the existing IANA contract.



Background

The Service Level Expectation (SLE) Design Team group is comprised of 3 gTLD Registry representatives and 3 ccTLD Representatives.  We have been in contact with both ICANN and also IANA staff and they have been helpful where permitted.

The Design Team was asked review the current IANA functions root management operations, to record where IANA ICANN is performing well and identify any gaps and issues that it considered in need of further clarification, these carry a “?” notation.	Comment by Kim Davies: This document does not appear to contain this gap/issue identification.

Due to the non-disclosure requirement placed upon IANA ICANN staff by NTIA, we are able to receive answers to specific questions to IANA ICANN once NTIA have given their approval.  So the intent is to discuss this document in the CWG in Istanbul, identify and collect specific questions that the community would welcome being answered and present those question all together and obtain the appropriate concession so IANA ICANN can address these questions.

In the interim period, the SLE Group conducted historical analysis based on two factors.  The first was an analysis of the current Service Level Agreement that NTIA has with IANA and the second was to undertake analysis of real world transaction activity. Conducted by IANA, tThe source of this second data set was based on two categories:. pPublished IANA performance Reports reports, and transaction logs provided by ccTLD Registries registries interacting with the IANA root management function.	Comment by Kim Davies: Removed “Conducted by IANA”, as IANA did not conduct this analysis

The historical analysis used to determine actual transaction times resulted in DT-Athe SLE Group analysing data from September 2013 to January 2015 which provided approximately 565 total data points – only 27 transactions took longer than 9 days and 13 took longer than 12 days.  It should also be highlighted that some/much of the delay is as a result of the Registry not responding to IANA to authorise the change request – so the delay is not necessarily within IANA's control.  4 transactions took longer than 1 year and that is not necessarily a bad thing if the stability of the DNS is assured.

For efficient service delivery the following is intended to assist our discussions, identify where more work and information is needed and assist Registry operators be assured of efficient and predictable IANA service.

Regarding Escalations: The Design Team endorses the concept of an IANA Customer Group specifically to monitor and also to fulfil escalation path for breach of service expectations.  The role and remit of the CSC is outside of DT-A’s remit, so the escalation path described in this document is rudimentary and designed to support Registry operations.  We hand over to our CWG colleagues to better describe the recommended escalation path.

Capturing the current status quo for IANA Root Zone Management
Introduction
Service Level Expectations (SLEs) for a registry are normally based on specific transactions sent by a client to the registry. The metric for that transaction is generally of the form of “Transaction A must complete within X period Y percent of the time measured over Z”, for example, “a root zone update must complete within 72 hours 95% of the time measured on a monthly basis”. These SLE metrics are based on the following current assumptions:	Comment by Kim Davies: I would suggest explaining the terminology use here. I understand from the phone call this is an express choice, but it does not match the terminology used in the current contract (Performance Standards), not the terminology used by other users of the IANA functions (SLAs). I think being explicit that you would like the terminology to change to being SLEs in the new environment would be useful.
A. There  current process is simplified to tly is a five key stage process for all change requests (notification is implicit in each stage):
1. Confirm the details of the change;
2. Verify the change complies with documented technical standards and policies and all applicable checks pass;
3. Obtain authorization to proceed with the change;
4. Implement the change
5. Notify the change requester of completion of the change. 
B. Root Zone Management processes for routine change requests are largely automated. This automation includes:
1. A web based interface for submitting change requests to the IANA Function Operator (IFO). The web based interface authenticates the credentials presented by the change requester and facilitates the creation of root zone file and TLD registrationroot zone database change requestsupdates.
2. Near-real time confirmation email to the initiator of the change request of its safe receipt by the IANA system.
3. Automated technical checks conducted by the IANA system on the change request. Once compliance with documented technical requirements is verified, an email is sent to both the admin and technical contacts at the Registry for both parties to validate the update.  (Note: Some contacts are slow to respond which creates inefficiency in the validation process)	Comment by Kim Davies: Depending on the type of change sometimes these are reversed or done in parallel. The workflow tries to intelligently find the path of least resistance for the normal case, and sometimes staff intervene to do more processing up-front while we are waiting for things like contact confirmations to come in.
4. Change requests being documented in a template for NTIA review – shown in red shading below (12 to 18 on the flow chart – now to be removed for post transition).
5. Simultaneous The transmission of notification of verified change request is transmitteds to NTIA for authorization. For changes that impact the root zone file, and the change request itself is also transmitted to the Root Zone Maintainer (RZM). This is performed via EPP online APIs – shown in red shading below (12 to 18 on the flow chart - now removed for post transition).	Comment by Kim Davies: RZM is the common term for what IANA does, i.e. root zone management, and is the name of the system (rzm.iana.org). I strongly recommend not using it as an initialism for Verisign’s role in order to avoid confusion.	Comment by Kim Davies: It is not solely EPP but a mixture of EPP and SOAP right now. That said I don’t think specific technology choices are relevant for this exercise and it should just focus on that they are online APIs.
6. Once confirmed, notification is sent by NTIA to IANA, and for changes that impact the root zone file, to the RZM releasing authorising the change request for implementation. and IANA is notified – shown in red below (12 to 18 on the flow chart - now removed for post transition).
7. Prior to implementation, the RZM repeats automated technical compliance checks on the request and once verified, implements the change within the root zone databasefile. This database is used to generate the DNS root zonefile is typically published  twice daily.	Comment by Kim Davies: IANA maintains the root zone database, Verisign maintains the root zone file. IANA updates the root zone database (pertaining to NS, DS and glue) based on verified changes to the root zone file.
8. On completion of the processpublication of updates to the root zone file, RZM notifies IANA, who verifies the changes match the requested changes, and  in turn notifies the Registry.

C. Assuming tThe processing role previously undertaken by the NTIA no longer exists and those steps are no longer undertaken.  This means that IANA communicates directly with the RZM and not through the NTIA.

D. 	IANA’s online systems  operates 24x7 365 days a week year, except for maintenance periods, as befits a service that has customers in every time zone.	Comment by Kim Davies: ICANN does not operate 24x7 today.

E.	A change request that fails checks must be resubmitted rather than any changes made to the request by IANA to correct the detected failures.  If the requestor is allowed to correct a request then that counts as a new request for SLE compliance purposes.	Comment by Kim Davies: This is not how our systems and processes are architected right now. I think this would be a significant change that would need agreement from the community and some significant thought to implement. Our experience customers do not like having to "go back to the start" to correct what they consider to be minor flaws. Most feedback we get points to TLD managers wanting to go in the opposite direction here. if this is a hidden distinction that only applies to SLEs, then, there is likely to be confusion when TLD managers try to correlate to the actual reporting (e.g. "my request took 11 days, but ICANN says none of their requests took longer than 4")

The fields in the following tables are as follows:

· Service Definition and Availability
· Credential Verification
· Process.  The business process that IANA is requested to perform.
· Metric.  The individual metric that will be measured as part of the completion of the business process.
· Target. The specified target for each individual change request.
· Type.  Whether the target specified is a minimum target (compliance must be less than the target) or a maximum target (compliance must not be more than the target).
· Escalation Path
· Breach.  The percentage limit of change requests within the specified period that fail to meet the metric, which if reached is deemed a breach in the SLE.
· Continuous Improvement
· Period.  The period over which SLE compliance is measured.
Initially we wish to ensure the process has been correctly identified – please see the table below.
[image: ]	Comment by Kim Davies: As per discussions, I think revising this graphic is a separate discussion so I am not going to comment on it.
Online Services — Definition and Availability
Availability is calculated and reported over a month.
	Service Area
	#
	Service
	Availability 	Comment by Kim Davies: I am not commenting on these metrics. I believe once the definitions and the results of the other design teams are finalised, only then could ICANN do the study necessary to commit to or provide feedback on whether specific thresholds measures make sense. I note the granularity problem I mentioned on the call and earlier emails, namely, some of the change request types identified happen extremely rarely (e.g. one hostile redelegation every couple of years), so the percentage is entirely moot if they are going to be classified separately as ICANN can only ever fully pass 100% or fail.

	Root DB Database (Register of TLDs)
	1a
	Online web publicationPublication of the authoritative database of TLDs
	99.9%

	
	1b
	An online interactive web  service for credentialed customers to make submit change requestss to their root zone database entries
	99.0%

	
	1c
	A service to accept new customers and allow them to populate a new entry	Comment by Kim Davies: This is not a currently offered service for all TLDs. We do provide this for gTLDs but not for ccTLDs.
	95.0%

	
	1d
	A service to remove the entry of a departing customer	Comment by Kim Davies: This is not a currently offered online service, due to its extreme rarity, and the process is essentially fully manual. If in the future TLD managers regularly want to self-manage to delete their own TLDs we may revisit.	Comment by Kim Davies: 
	95.0%

	
	1x
	Online publication of the complete root zone file for download
	?

	Root Zone3
	2a
	A service for customers to make changes to their zone data	Comment by Kim Davies: This is the same as 1b, unless you want us to distinguish between changes the impact the root zone file and root zone database. (These are fully commingled today and not separated in any meaningful way. It is the exact same interface.)
	99.9%

	[bookmark: _GoBack]
	2b
	A service to allow new customers to populate new zone data	Comment by Kim Davies: See comment for 2a and 1c
	95.0%

	
	2c
	A service to remove the zone data of a departing customer	Comment by Kim Davies: See comment for 2a and 1d 
	95.0%

	IDN TablesIDN Table Repository	Comment by Kim Davies: This is a function that is outside the scope of the IANA contract. It is performed by the IANA department as the customers are closely related to the root zone database functions, but is not a process that is in scope of the NTIA transition.	Comment by Kim Davies: Note that the nomenclature may change here. In ICANN policy circles these are now called "Label Generation Rulesets", and IANA will adapt to LGR terminology as those policies mature.
	3a
	Online web publication of the repository ofPublication of the IDN tables
	99.9%

	
	3b
	A service for customers to make changes to their IDN tables
	99.0%

	
	3c
	A service for new customers to populate new IDN tables
	95.0%

	
	3d
	A service to remove the IDN tables of a departing customer
	95.0%

	RDAP endpointsBootstrap Service	Comment by Kim Davies: 
	4a
	Publication of the RDAP endpoints	Comment by Kim Davies: This is a protocol parameter registry in scope of IETF oversight.
	100%

	
	4b
	A service for customers to make changes to their RDAP endpoint	Comment by Kim Davies: This is not an service yet. If/when it is, it would be considered part of the Root Database, much like the WHOIS field for a TLD record, not as a distinct service.
	99.9%

	
	4c
	A service for new customers to populate a new RDAP endpoint	Comment by Kim Davies: See comments for 4b, plus, there is no meaningful distinction between 4b/4c/4d in terms of service delivery. Once stood up they would be the same system with the same uptime. 
	95.0%

	
	4d
	A service to remove the RDAP endpoint of a departing custome	Comment by Kim Davies: As adobe

	95.0%



Credential Verification
	Process
	Metric
	Design Team A Target
	Type
	Breach
	Period	Comment by Kim Davies: This table has period, but other tables do not?

	Two factor authentication of login	Comment by Kim Davies: This is not a service currently provided.
	Time to receive email or SMS text of unique code for secondary verification.	Comment by Kim Davies: This is not measurable.
	<60s
	max
	100%
	day	Comment by Kim Davies: This seems to be the only metric set for a day period, but given that the breach threshold is 100% then it doesn't actually matter.

	Issuance of new username or password
	Time for to dispatch confirmation email of forgotten username
	5m
	max
	95%
	month

	
	Time for to dispatch confirmation email with link to change the password
	5m
	max
	95%
	month

	
	Time to implement new password within the system	Comment by Kim Davies: Do not understand the start point for this, and how to measure it. Assume for the sake of argument the HTTP transaction that submits the new form immediately does the relevant database update synchronously. How do you want this measured?
	5m
	max
	95%
	month 



Process Performance
	Process
	Metric
	Design Team A Proposal
(6)
	Type

(7)
	Breach

(8)

	Changes to NS records for existing TLD	Comment by Kim Davies: All of these enumerates sub-categorisations are not distinct in the submission workflow. Submitting an NS record versus DS versus others will be conducted in the exact same way, and should be measured in the same fashion.
	Time for automated email confirmation requests to be sent to authorising contacts following receipt of change request via the automated submission interface	Comment by Kim Davies: There are workflows where ICANN is required to do initial processing before asking for contact confirmation. 
	30 minutes
	Max
	<95%1

	
	Time to complete manual technical compliance checks and dispatch validation email to Admin and Tech contacts	Comment by Kim Davies: Not sure what is envisioned here. There are no manual technical compliance checks. Technical checks are fully automated, however any appeal process involving waiving checks is manual.
	2 hours
	Max
	<95%1

	
	Time to pass change to the root zone maintainer following completion of satisfactory technical checks	Comment by Kim Davies: Does not consider any processing that happens after technical checks. In many normal cases contact confirmations are sought after technical checks are performed. Does not seem to factor in legal processing of change requests, processing redelegations etc.
	4 hours
	max
	<95%1

	
	Time for the RZM to undertake technical compliance checks and place in the queue for the next Root Zone generation	Comment by Kim Davies: Question is how do you measure when it is placed in a “queue” which is internal to Verisign. What does that enqueueing process mean to the customer and how is it relevant and different to actually publishing the change? If this is a performance metrics for ICANN, is it appropriate it is beholden to this? What if there is a legitimate reason to pull a root zone update for an issue with one TLD that impacts all updates for that zone push?
	12 hours
	max
	<95%1

	
	Time to notify the Registry that the change request has been completed	Comment by Kim Davies: I am not sure what is meant here? Is this the time for Verisign to notify ICANN that a root zone file update has been completed? What happens if there is an error in the root zone, how does that impact this metric? Or is this the time it takes ICANN to notify the requestor of a change request that a request has been completed? If so, what is the start time of this metric?
	2 hours
	max
	<95%1

	Changes to DS records for existing TLD	Comment by Kim Davies: As above, this replicate the same measures for NS records, but there is no material difference in how these are processed for the metrics that are proposed, therefore strongly recommend they not be distinguished.
	Time for confirmation requests to be sent to authorising contacts following receipt of change request
	30 minutes
	Max
	<95%1

	
	Time to complete technical compliance checks and dispatch validation email to Admin and Tech contacts
	2 hours
	Max
	<95%1

	
	Time to pass change to the root zone maintainer following completion of satisfactory technical checks
	4 hours
	max
	<95%1

	
	Time for the RZM to process the request and place it in the queue for the next Root Zone generation cycle
	12 hours
	max
	<95%1

	
	Time to notify the registry that the request has been completed
	2 hours
	max
	<95%1

	Change to technical  authorisation contact	Comment by Kim Davies: Based on telephone conversation, it appears this refers to a service that does not exist today.
	Time to implement change – this is a new feature.
	30 minutes
	max
	<95%1

	Updating WHOIS Records	Comment by Kim Davies: Is this referring to the WHOIS field in the root zone database, or the contents of the root zone database as a whole, or the contents of the root zone database except for those that impact the root zone file?
	Time for automated email confirmation requests to be sent to authorising contacts following receipt of change request via the automated submission interfaceTime for confirmation requests to be sent to authorising contacts following receipt of change request	Comment by Kim Davies: There are workflows where ICANN is required to do initial processing before asking for contact confirmation. 	Comment by Kim Davies: As above, this process is not distinct from the procedure for submitting changes to NS and DS records, not sure why they should be measured differently.
	2 hours
	max
	<95%1

	
	Time to receive from the Registry contact(s) validation of compliant update request (Validation email)	Comment by Kim Davies: Don’t understand what this is referring to.
	???
	
	

	
	Time for IANA to complete the change to the root zone database following a change request meeting the validation criteria
	2 hours
	max
	<95%1

	
	Time to notify the Registry requester that the change request has been completed following implementing of a change to the root zone database.	Comment by Kim Davies: Do you mean registry or requester here. The primary party we communicate with for the lifetime of a request is the requester, not the “Registry” (we have no such formal concept).
	2 hours
	max
	<95%1

	Change to root DB that is not a re-delegation	Comment by Kim Davies: Again, not clear how this distinguishes from earlier categories.
	Time for confirmation requests to be sent to authorising contacts following receipt of change request
	30 minutes
	max
	<95%1

	
	Time to check that 	Comment by Kim Davies: Almost root zone change requests can be signals of a stealth redelegation. I am not sure this is what you intend. i.e. If .UK changed all it’s nameservers to Verisign, that might be a good indicator of a stealth redelegation even though it is a purely technical change.
· request is not a stealth re-delegation
· specified organisation exists (if changed)
	2 weeks
	max
	<95%

	
	Time to implement once satisfied this is not a stealth re-delegation	Comment by Kim Davies: This process is no different from the other categories. Not sure why it should be measured differently or have a different SLA.
	4 hours
	max
	<95%

	Non-hostile re-assignment/re-delegation of a ccTLD	Comment by Kim Davies: I suspect this whole section need to have terminology aligned with the FOIWG findings, given they are instructing IANA to not use terms like “hostile” and have their own specific terminology for specific circumstances
	Time for confirmation requests and notifications to be sent out to affected parties.	Comment by Kim Davies: This needs tight definition, because in the context of such changes, affected parties may not be immediately known and only be fully understood after detailed staff analysis and/or input from other actors.
	5 days
	max
	<75%

	
	Time for staff to make determinationto confirm  whether re-delegationrequest can proceed	Comment by Kim Davies: Start point for this metric? Submission? Passing other processing steps?
	110 days
	max
	<75%

	
	Time to implement re-delegation by changing root DB	Comment by Kim Davies: The mechanics of implementing the requisite changes to the root zone database and root zone file for a redelegation is effectively the same as a routine change request. I would not distinguish them.
	5 days
	max
	<75%

	
	Time to receive independent confirmation that existing domain registration data has been ported to new ccTLD registry operator	Comment by Kim Davies: This is simply out of scope for IANA. We have no role in this, and  this usually always happens either before the root zone change request, or after, but never during.
	7 days
	max
	<95%1

	
	RZM receives and automatically checks the request for technical compliance	Comment by Kim Davies: As per comment 51
	12 hours
	max
	<95%1

	
	Technical compliance checks approved by RZM and notifies IANA	Comment by Kim Davies: As per comment 51
	2 hours
	max
	<95%1

	
	RZM places transfer data to Root Zone Generation queue 	Comment by Kim Davies: As per comment 51
	2 hours
	max
	<95%1

	
	Time to notify both the old and new registries that the request has been completed	Comment by Kim Davies: As per comment 51 and comment 44
	2 hours
	max
	<95%1

	Hostile re-delegation of a ccTLD
	??
	
	
	

	
	
	
	
	

	
	
	
	
	

	Delegation of a new TLD	Comment by Kim Davies: As per service definition above, this is not an automated service for all TLDs. (We have this automated for some gTLDs, as part of an integration with Salesforce.com which powers the “GDD Portal” used by gTLD applicants to apply for new gTLDs)
	Time to request administrative and technical details for root DB and root zone	Comment by Kim Davies: Not sure what is intended here. They should be provided at submission time as part of the form and/or supporting documentation. 
	2 days
	max
	<85%

	
	Time to check details once provided	Comment by Kim Davies: Processing for a new TLD varies widely depending on type. Few new GTLDs from the 2012 there is a specific process that is similar to routine change requests, for requests from previous rounds it is quite differnet, for ccTLDs it is different again with an extremely different obligation for IANA processing and review, and finally there may be other non-gTLDs, non-ccTLDs to be implement (i.e. those that come from IETF RFCs)
	10 days
	max
	<85%

	
	Time to send root zone data for new TLD to root zone maintainer
	2 days
	max
	<85%

	Re-delegation of a gTLD 
	Time for confirmation requests and notifications to be sent out to affected parties.
	2 days
	max
	<85%

	
	Time to confirm re-delegation can proceed
	25 days
	max
	<85%

	
	Time to implement re-delegation by changing root DB
	3 days
	max
	<85%

	Change to IDN tables	Comment by Kim Davies: See above comment per scope, plus, this is a fully manual function today. Based on the DT-A’s telephone call I understand the intent was to only have SLEs covering services backed by automation systems, then I don’t think this is in scope either.
	Time for confirmation requests to be sent to authorising contacts following receipt of change request
	1 day
	Max
	<95%

	
	Time to complete technical checks 
	10 days
	Max
	<95%

	
	Time to notify initiator following completion of authorisation process (Validation Email)
	2 hours
	max
	<95%1

	
	Time for IANA to complete the change
	10 days
	Max
	<95%

	
	Time to notify the Registry that the change request has been completed
	2 hours
	max
	<95%1


All measurement periods are monthly
1Except during maintenance periods

Process Correctness 
	Process
	Metric
	Design Team A Proposal
	Type
	Breach

	Changes to NS records for existing TLD
	Accuracy of data as sent to RZM compared to that specified in change request	Comment by Kim Davies: How is this measured?
	100%
	min
	<100%

	
	Number of NS changes sent to RZM that have not been through all the technical checks	Comment by Kim Davies: How is this measured? The only way this could happen is a bug in the system, and such a bug is highly unlikely and it is just as likely any system to measure this could have a similarly unlikely bug.
	0%
	max
	>0%

	
	Number of NS changes sent to RZM that fail any technical check	Comment by Kim Davies: I don’t think this is appropriate for two main reasons: (1) the technical check process has specific provisions for TLDs to ask for dispensation to proceed despite the errors, so such circumstances can’t be considered the fault of IANA if they elect to do this; (2) the very reason we do the checks three distinct times in the process flow is that Internet infrastructure is variable, what passed a check one minute may fail it the next. Therefore it is not clear how to measure this in a useful way.
	0%
	max
	<100%

	Changes to DS records for existing TLD	Comment by Kim Davies: Same comment as earlier table. A more useful classification may be “Changes to data that is reflected in the root zone file”, “Changes to data that is not reflected in the root zone file”, etc.
	Accuracy of data as sent to RZM compared to that specified in change request
	100%
	min
	<100%

	
	Number of DS changes sent to RZM that have not been through all the technical checks
	0%
	max
	>0%

	
	Number of DS changes sent to RZM that fail any technical check
	0%
	max
	<100%

	Change to authorising contact
	Accuracy of data as sent to RZM compared to that specified in change request
	100%
	min
	<100%

	Change to root DB that is not a re-delegation	Comment by Kim Davies: See earlier comments on taxonomy, apply to this section too.
	Accuracy of data as entered into root DB compared to that specified in change request	Comment by Kim Davies: It is worth noting that part of IANA staff role is to curate the data, i.e. normalize it to a common format. On the question of how to measure it, there may be some differences in what is posted and what was submitted, but that was expressly intended. E.g. some TLDs could provide nameservers in lower case, some in upper case, but we normalize them to appear the same way. Same with address normalisation, phone number normalisation, etc.
	100%
	min
	<100%

	
	Number of stealth re-delegations	Comment by Kim Davies: How do you measure this? Not that we are aware of any, but, how would we know if it happened? I could conceive it would only come out a long period later (months, or even years), but how would that be reported on the metrics. Would a monthly report need to be re-issued well after the fact?
	0%
	max
	>0%

	
	Specified organisations exist	Comment by Kim Davies: Same concern about how to measure, and reporting agility
	100%
	min
	<100%

	
	Specified contact details are genuine	Comment by Kim Davies: Ditto
	100%
	min
	<90%

	Non-hostile re-assignment/re-delegation of a ccTLD
	Affected parties identified	Comment by Kim Davies: How to measure?
	100%
	min
	<100%

	
	Views of the affected parties accurately recorded and represented	Comment by Kim Davies: How to measure?
	100%
	min
	<100%

	
	Independent confirmation received that existing domain registration data has been ported to new ccTLD registry operator	Comment by Kim Davies: Per above, not in scope
	100%
	min
	<100%

	
	Accuracy of data ported to new ccTLD registry operator	Comment by Kim Davies: Not in scope
	100%	
	min
	<100%

	
	Accuracy of data as entered into root DB compared to that specified in change request	Comment by Kim Davies: See comment 66 et.al
	100%
	min
	<100%

	Hostile re-assignment/re-delegation of a ccTLD
	???
	
	
	

	Re-delegation of a gTLD
	Affected parties identified	Comment by Kim Davies: Same comments for this section as before.
	100%
	min
	<100%

	
	Views of the affected parties accurately recorded and represented
	100%
	min
	<100%

	
	Independent confirmation received that existing domain registration data has been ported to new ccTLD registry operator
	100%
	min
	<100%

	
	Accuracy of data ported to new ccTLD registry operator
	100%	
	min
	<100%

	
	Accuracy of data as entered into root DB compared to that specified in change request
	100%
	min
	<100%

	Delegation of a new TLD
	???
	
	
	




Process Reporting
IANA is required to provide the following reporting mechanisms:
Public:
1. Dashboard. Real-time dashboard of 	Comment by Kim Davies: I think the devil is in the details here, but I suspect the implementation details would be discussed later not in this document. (To be clear, we are fully in favour of some form of live reporting.)
a. process volumes;
b. current SLE metrics;	Comment by Kim Davies: Some metrics refer to availability/accuracy/etc. of this very system. I suspect there may be some tricky implications on how ICANN can report realtime on the reporting system itself, particularly if (based on phone conversation) the expectation is ICANN is expected to have a third party report on this system.
c. alerts of breaches or near misses.	Comment by Kim Davies: Alerts as in a graphical denotation, or notifying people via some outreach mechanism?	Comment by Kim Davies: I think there needs to be definitions of what near misses means here, given the caveats described above. For many measures ICANN will either pass or fail based on a single change, so what would a near miss look like?
2. SLE report. The formal report detailing
a. performance against metrics;
b. notification of breaches;
c. explanations of any breaches.	Comment by Kim Davies: There is a general expectation of confidentiality for specific requests. How would any explanation be expected to deal with this? Please also be mindful then as soon as explanations are required, the time to deliver such reports needs to provide time for the compilation of such descriptions by staff which delays publication.
3. Request database. This data is of sufficient detail to verify the metric calculations use for the SLE report. It contains details of 	Comment by Kim Davies: Depending on the level of detail, this may be considered sensitive information by many TLD operators. (b) implies it includes in-process changes, which are currently not published. I suspect at a minimum we may want to make it an opt-in or opt-out service on a per-TLD basis. For reference we currently publish a “C.5.2” report which contains facets of this.
a. every request made (that is accepted as a genuine request);
b. what stage in the process it is;
c. timestamps of key points in the request lifecycle;
d. what policies apply in the processing of the request;	Comment by Kim Davies: It is not clear what use this is. It will either be boilerplate the same for each change request, or will be a specific narrative drafted by staff which will delay processing.
e. the results of the request. 
Private viewing to update the requesting TLD of progress:
1. Status tracker. Showing 
a. every request made for the TLD;	Comment by Kim Davies: We do not have historical data visible to TLDs prior to development of the automation system. Further, there are requests (i.e. submitted out of band) that are never entered into the system because they are dismissed before that would they happen. (i.e. someone asking for redelegation of a TLD, but never getting anywhere)
b. the current status;
c. timestamps of key events;
d. what action, if any, the TLD is required to do to move it to the next step.
	Process
	Metric
	Design Team A Target
	Type
	Breach
	Period

	Dashboard
	Update frequency
	30 mins
	max
	>30 mins	Comment by Kim Davies: If it needs to be updated every 30 mins, and there is a 1 min delay (due to network/CPU congestion, or a particularly complex processing load for a particular metric), this is a breach. It would seem far more appropriate for breach to be a multiple of the update frequency, this would imply the update process has failed. e.g. >2 hrs
	Month

	
	Correctness	Comment by Kim Davies: How to measure?
	100%
	min
	<100%
	Month

	
	Availability
	99%1
	min
	<99%
	Month

	SLE reports
	Production frequency
	Monthly
	
	
	-

	
	Published on web site
	<10 days after month end
	max
	>10 days
	Month

	
	Notification of publication (delivery to contracted parties)	Comment by Kim Davies: Who is this?
	<2 hours after publish
	max
	>2 hours
	Month

	
	Availability 
	99%1
	min
	<99%
	Month

	Request database
	Update frequency
	Daily
	
	
	-

	
	Correctness	Comment by Kim Davies: How to measure?
	100%
	min
	<100%
	Month

	
	Availability
	99%1
	min
	<99%
	Month

	Status tracker
	Update frequency
	30 mins
	max
	>30 mins
	Month

	
	Correctness	Comment by Kim Davies: How to measure?
	100%
	min
	<100%
	Month

	
	Availability
	99%1
	min
	<99%
	Month

	  Ad-hoc requests	Comment by Kim Davies: What is this?
	Acknowledgement of receipt
	1 hour
	max
	<100%
	Month

	
	Initial response to Urgent priority requests	Comment by Kim Davies: IANA is not staffed 24x7 (there are two people who do root zone management). While they are on-call via a special dedicated emergency escalation number for emergencies, beyond that we have no sense of “urgent”, “high”, “normal” priority etc. We need definitions of these concepts to be able to comment further.
	2 hours
	max
	<90%
	Month

	
	Full response to Urgent priority requests	Comment by Kim Davies: What is a full response?
	12 hours
	max
	<90%
	Month

	
	Initial response to High priority requests
	8 hours
	max
	<95%
	Month

	
	Full response to High priority requests
	48 hours
	max
	<95%
	Month

	
	Initial response to Normal priority requests
	5 days
	max
	<95%
	Month

	
	Full response to Normal priority requests
	15 days
	max
	<95%
	Month



Escalation Path	Comment by Kim Davies: Seems out of scope for DT-A.
	Level
	Contact
	Method
	Response Time
	Expectation

	1
	IANA Help Desk
	Email/Telephone
	4 Hours (working hours)
	Response/Resolution

	2
	IANA General Manager
	Email/Telephone
	Within 24 Hours
	Resolution

	3
	Registry Representative on Customer Service Committee (CSC)
	Email/Telephone
	
	Log of incident and Resolution

	We hand further escalation over to the CSC/Escalation  DT for their input.
	



Breaches (We are struggling with penalties.  If they are financial penalties how to financially qualify a breach and who pays? – Discussion by CWG members)	Comment by Kim Davies: I believe it is out of scope for me to comment on these.
	Priority
	Definition
	Remediation

	
	
	

	
	
	

	
	
	



[bookmark: h.asf31woev4dc]
[bookmark: h.onqv4mg6cj0y]
[bookmark: h.gjdgxs]Continuous Improvement (this is a placeholder – we need to ensure continuous improvements as part of SLE, so once again the guidance of the CWG is welcome).
	Process
	Previous SLE
	New SLE

	
	
	

	
	
	

	
	
	



Notes
General:
Days are not working days but contiguous days.  This reflects the 24x7 nature of IANA.	Comment by Kim Davies: Time for automated email confirmation requests to be sent to authorising contacts following receipt of change request via the automated submission interface	Comment by Kim Davies: This has been stated a few times. To be clear, IANA in total is not a 24x7 operation. We run our systems to be up 24x7 but the processing is not 24x7. For key functions, such as root zone management, there are emergency escalation procedures to advance requests during non-regular hours, but IANA does not have a “24x7 nature” today. If the intent is to set the bar that IANA is expected to operate all services around the clock, then I think that should be explicit that this is a new requirement beyond what is done today.

Specific:
1	Except during maintenance periods.

2	This assumes that there is a separate SLE for the RZM that addresses the issue of security and stability of the root zone by limiting the number of zone updates that can be pushed to the root servers in a single day.

3	This is an end-to-end service that includes delivery of the changes to the RZM.





APPENDIX A

CHART A
	Delegation and Re-delegations for Country-Code TLDs

	TLD
	Request received
	Request validated
	Request dispatched
	Request completed
	
	Days to Validate
	Days to Dispatch
	Days To complete
	End-to-End

	Ø§ÛŒØ±Ø§Ù†**
	7/8/2013
	9/18/2013
	10/5/2013
	10/9/2013
	
	72
	17
	4
	93

	zm
	7/9/2013
	7/30/2013
	4/4/2014
	4/4/2014
	
	21
	248
	0
	269

	vg
	10/11/2013
	4/8/2014
	4/9/2014
	4/10/2014
	
	179
	1
	1
	181

	gw
	1/23/2014
	2/25/2014
	7/9/2014
	7/10/2014
	
	33
	134
	1
	168

	mk
	4/10/2014
	4/23/2014
	10/22/2014
	10/22/2014
	
	13
	182
	0
	195

	Ð¼ÐºÐ´**
	4/10/2014
	4/23/2014
	10/22/2014
	10/22/2014
	
	13
	182
	0
	195

	áƒ’áƒ”**
	7/22/2014
	8/5/2014
	10/22/2014
	10/24/2014
	
	14
	78
	2
	94


*Data acquired from IANA published matrices.
** During automated data acquisition from IANA website, native language did not convert.
BASED UPON CHART A
Request Validated – Fastest time – 13 days
Request Dispatched – Fastest time – 1 days
Request Completed – Fastest time – 0 days
Theoretical End-to-End (fastest) – 14 days
Actual Fastest End-to-End – 94 days




APPENDIX B

CHART B
	Delegation/Re-Delegation of  gTLDs

	
	Average Number of Days
	Minimum Number of Days
	Maximum Number of Days
	
	

	Days to Validate
	2.932
	0
	32
	Includes time for gTLD to respond to validation email.
	

	Days to Dispatch
	3.255
	0
	13
	Time for IANA to dispatch to NTIA
	

	Days To complete
	4.9519
	0
	15
	Time is from Validation email to confirmation.
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